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Abstract—To provide insight into online learners’ interests
in various knowledge from course discussion texts, modeling
learners’ sentiments and interests at different granularities are of
great importance. In this article, the proposed framework combines
a deep convolutional neural network and a hierarchical topic model
to discover the hidden structure of online learners’ sentiments about
knowledge topics. The approach is to capture multigranularity
knowledge of topics of interest to learners with the hierarchical topic
model and to identify information about learners’ different
sentiments with the convolutional neural network. This approach not
only models knowledge of hierarchical interest from general to
specific but also identifies learners and their sentiment orientations to
better correspond to the different granularities of knowledge. The
experimental results and analysis of real-world datasets show that
the proposed approach is effective and feasible.

Index Terms—Multiple granularity knowledge, sentiment
analysis, topic model.

I. INTRODUCTION

ONLINE learning has become an integral part of the

educational landscape. It can be described as learning

via the Internet, which offers students access to educational

resources, content, and support, allowing meaningful interac-

tion and facilitating the creation of knowledge. Online learn-

ing platforms produce a large amount of unstructured textual

data through the application of interactive tools embedded

platforms, such as course reviews and discussion forums.

Online learners usually express themselves by means of these

interactive tools when they engage in learning activities.

Sentiment analysis is a widely conducted natural language

processing task, wherein the sentiment orientation of a text

unit is judged. It involves the identification and extraction of

subjective expressions from text sources and the computa-

tional analysis of people’s opinions about target entities.

Researchers use sentiment analysis to understand learners’

engagement in a course and discover their personalized needs

based on a large amount of learner data generated from online

learning platforms with the aim of predicting future learning

modes and responding to learning behavior [1], [2]. These

data produced by learners provide ample opportunities to

obtain an in-depth understanding of their implicit psychologi-

cal features and learning requirements.

However, in real applications, it is not easy to identify

learners’ needs for different granularities of knowledge based

on their interests because a knowledge representationwith amul-

tigranularity structure must be learned. Different learners need

different knowledge and hence are focused on different granular-

ities of knowledge. For example, some learners care about gen-

eral knowledge, such as Practice, while others may be more

concerned with more specific knowledge, such as Coding.

Modeling knowledge granularity and incorporating sentiments

make the identification of learners’ needs evenmore challenging,

as both the multigranularity structure and sentiment orientations

depending on specific knowledge granularities must be learned.

Furthermore, learners who share the same sentiment orientation

and the same granularity of knowledge should be grouped hierar-

chically. A high-quality model of learner sentiments at different

levels of knowledge granularity has many valuable applications

in the areas of learning resource recommendation and personal-

ized learning. To delve into learners’ feedback to identify multi-

granularity knowledge and to determine learners’ sentiment

orientation regarding the textual content, the granularity of

knowledge and a corresponding sentiment expression need to be

extracted and judged in an efficient manner.

To address these challenges, motivated by the recent success

of deep learning, an artificial intelligence method based on the

deep learning model is an effective solution to the problem.

Deep learning models, such as convolutional neural network

(CNN), recurrent neural network (RNN), and bidirectional

encoder representations from transformers (BERT), are very

effective tools in the fields of text sentiment analysis. BERT has

a stronger semantic feature extraction ability than CNN and

RNN, and CNN has better parallel computing ability than RNN

and BERT. For our multigranular learner sentiment modeling

problem, a deep model is used for the sentence-level sentiment

classification task. The sentences in the learners’ review are usu-

ally short and concise with clear meaning. CNN is enough to

achieve satisfactory classification performance and the calcula-

tion speed is faster than BERT and RNN. Therefore, a joint deep

CNN [3] and hierarchical latent Dirichlet allocation (HLDA) [4]

method is explored in this article to discover the multigranular

structure of knowledge and sentiments from unstructured textual

data produced by learners. Specifically, we explore a sentiment

polarity classification method based on the CNN architecture
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with distributed word embedding that can be applied to multigra-

nularity knowledge-based sentiment analysis tasks without any

feature engineering effort. The unsupervised topic modeling

approach may then be especially beneficial for the performance

of multigranularity knowledge detection with sentiment in the

samemodel without the use of labeled training data.

The major contributions of this article are as follows.

1) Our method is the first attempt to model both knowl-

edge of hierarchical interest from general to specific

and learners with their sentiment orientations to better

correspond to the different granularities of knowledge.

2) The proposed model is capable of processing key tasks

in sentiment analysis for fine-grained knowledge simul-

taneously by combining hierarchical topic model with

deep learning.

3) We use representations of multigranular sentiment to

capture learners’ interest in fine-grained knowledge to

enable modeling of learners’ requirements.

The rest of this article is organized as follows. In Section II,

we review the related work. Section III introduces the basic

idea and defines the problem addressed in our work. The joint

model of hierarchical knowledge and sentiment identification

is described in Section IV. We show the effectiveness of the

presented approach through evaluations and the presentation

of the experimental results in Section V. Finally, we summa-

rize our conclusions and future research in Section VI.

II. RELATED WORK

Sentiment modeling is widely used in various interactions

between online learners to record knowledge that is of common

interest to learners, to detect learners’ feedback, and to provide

targeted support to learners. This work focus on a method for

modeling online learners’ sentiments about multigranularity

knowledge from an online course discussion forum.

Sentiment analysis is a process of analyzing, processing,

concluding, and inferring subjective texts with sentiments [5];

it aims to discover structured opinions from unstructured text

and identify their sentiment polarities [6]. Researchers have

recently examined the interplay between deep learning meth-

ods and sentiment analysis. Deep learning has already been

applied to sentiment analysis owing to its ability to identify

high-level features. Deep learning models have been used to

achieve better performance as they can automatically learn

syntactic and inherent semantic information from the data.

The convolutional multihead self-attention memory network

was proposed for aspect-based sentiment classification tasks;

it is an improved model based on memory networks [7].

CNNs have been applied to sentiment analysis, which

explicitly models coherent relations within certain syntactic

structures [8]. Araque et al. integrated deep learning with

traditional surface approaches to improve the performance of

sentiment analysis [9]. Sentiment analysis was utilized in a

knowledge-based recommendation system to discover users

with potential psychological disturbances [10]. An aspect-

level neural network for the sentiment was presented that

extracts a higher level phrase representation sequence from

the embedding layer by using a CNN [11]. A deep neural net-

work-based sentiment analysis methodology was proposed for

opinion mining with big social data; this methodology is an

adaptable sentimental analysis mechanism [12]. The authors

combined the strength of linguistic resources with a gating

mechanism to propose an effective CNN-based model for

aspect-based sentiment analysis [13]. The latest trends in the

ensemble application of symbolic and subsymbolic AI for sen-

timent analysis have been presented [14], integrating logical

reasoning into deep learning architecture to build a new com-

mon-sense knowledge base for sentiment analysis. Recent

efforts for a stacked ensemble method have been proposed to

predict sentiment intensity by combining the outputs obtained

from several deep learning and classical feature-based models

using a multilayer perceptron network [15].

In recent years, efforts have been made to combine machine

learning with sentiment analysis for online learning applica-

tion fields. S. Liu et al. presented the behavior-sentiment topic

mixture model to automatically reveal potential information

from 50 online courses to detect the topics that learners dis-

cuss most, as well as how learners interact with these

topics [16]. The study adopted sentiment analysis and hierar-

chical linear modeling to analyze the course features of

MOOCs by a supervised machine learning algorithm [17].

The study investigated learners’ explicit behaviors and

implicit discourse content derived from reviews by using a

mixed approach of text mining and statistical analysis [18].

Detecting and interpreting emotional information will be

applied to sentiment analysis in the next generation of senti-

ment computing [19]. Emotional intelligence prediction mod-

els were presented based on the sentiment analysis of social

networking data [20]. A conceptual framework of indistin-

guishability was proposed as the key component of the evalua-

tion of computerized decision support systems [21].

Few models effectively discover topic hierarchies and per-

form sentiment analysis. The hierarchical user sentiment topic

model (HUSTM) was designed to discover the hidden structure

of topics and users while performing sentiment analysis in a

unified way [22]. The multigranularity model of process

knowledge was established in the form of a tuple, which helps

to clarify the hierarchical structure and internal relations [23].

A joint aspect-sentiment model was presented to jointly extract

multigrained aspects and opinions by modeling aspects,

opinions, sentiment polarities, and granularities simulta-

neously [24]. Peng et al. proposed explicitly modeling the

aspect target and conducting sentiment classification directly at

the aspect target level via three degrees of granularity [25]. The

hierarchical aspect-sentiment model (HASM) [26] and the

structured sentiment model [27] are latent structures of aspects

and sentiments that can naturally be organized into a hierarchy,

where each of the nodes is made up of an aspect and the senti-

ment polarities associated with it.

The above-mentioned methods attempt to either explore

unsupervised machine learning models to determine both

aspects and their sentiment simultaneously within the same

model or to employ deep learning models to present the syn-

tactic and semantic information to capture both semantic and
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sentiment information encoded in the textual content for senti-

ment analysis. However, most of the existing methods lack

sentiment information considering the specific granularity of

knowledge and learners’ interests in knowledge with multigra-

nularity structures. Compared with previous research, our

work focuses on the interplay between hierarchical topic mod-

els and the deep learning method for learners’ multigranularity

knowledge sentiment analysis. The novelty of the proposed

method is that learners’ discussion content is not simply clas-

sified based on the sentiment orientation but instead is used to

generate knowledge-dependent sentiment granularity for each

selected knowledge topic.

III. PROBLEM DEFINITIONS

A. Basic Idea

In real sentiment analysis-based online learning intelligent

applications, identifying online learner interests and senti-

ments at different levels of granularity is crucial. It can pro-

vide insights into learner interests with respect to a variety of

topics of knowledge and help analyze learners’ behaviors,

allowing the identification of influential learners at any level

of granularity based on their sentiment information. The hier-

archical structure is more in line with the human cognitive

process and provides a better solution for capturing learners’

interests and requirements. The use of a hierarchical structure

can be considered a global methodological approach to visual-

ize and navigate learners’ sentiments about their knowledge

of topics of interest. The HASM and HUSTM hierarchical

models were used to analyze different features of products

and organize them into hierarchies while identifying the senti-

ment polarity for those features. However, there is a key dif-

ference between our model and the HUSTM. The HUSTM

performs both topic sentiment term identification and senti-

ment polarity analysis, while only topic sentiment terms are

identified and organized into a hierarchical structure by our

joint model. In our problem, we believe that the HASM can be

used to discover learners’ focused knowledge, as well as dif-

ferent granularities of knowledge-oriented sentimental tenden-

cies, which will construct a hierarchical structure space with

the ability to naturally distinguish the learners’ multigranular-

ity knowledge-dependent sentiments.

To address this problem of the multigranularity structure of

learners’ knowledge of interest and sentiments, we extend the

HUSTM by adding the deep CNN architecture that captures

learners’ sentiment information from discussion forum text.

The proposed framework is shown in Fig. 1.We impose a deep

CNN architecture on the hierarchical topic model to identify

sentence orientation. Sentiment information can then be fed

into the hierarchical semantic space to align the knowledge of

the corresponding hierarchy. Thus, we feed learners’ discus-

sion sentences with the sentiment orientation information

from the CNN into the basic HUSTM framework to capture

knowledge sentiments at different granularities. This simple

joint framework has the ability to identify both multigranular-

ity knowledge-dependent sentiments and learners who share

identical sentiments about the same knowledge based on the

hierarchical structure. We use the hierarchical structure to rep-

resent the different granularity of knowledge and sentiments

based on the assumption that a corpus of textual data from a

learner discussion forum contains a latent structure of knowl-

edge and sentiments that can naturally be organized into a

hierarchy. To capture the idea that each different granularity

of knowledge is associated with a set of sentiments, a path in

the hierarchical structure selects an infinite collection of

knowledge and sentiments of different learners. Both multi-

granularity knowledge features and sentiment are taken into

account in the exploitation of latent hierarchical semantic topi-

cal space of textual data from the discussion forum.

As stated above, we focus on modeling learners’ knowledge

interest and sentiment at different granularities, enabling us to

create a hierarchical structure to discover learners’ sentiments

and interests of different sentiment-polar knowledge topics.

We explore the idea that the deep learning approach can be

applied to multigranularity knowledge-based sentiment analy-

sis tasks without any feature engineering effort, which might

be beneficial for intelligent online learning applications to rec-

ommend knowledge of interest to learners.

B. Problem Definition

In our problem, the joint model consists of two main com-

ponents. The first is to identify the sentiment orientation of

sentences based on CNN with different word embedding rep-

resentations. The second component is to discover the hierar-

chical knowledge sentiments from a large volume of text

based on the HLDA framework. Sentences with sentiment

polarity classification from the CNN are fed into the HLDA

model to discover knowledge sentiments with different granu-

larities from general to specific. We incorporate the tree struc-

ture of the HUSTM into our joint model to represent learners’

sentiments and knowledge of interest at different granularities

in the hierarchy. The tree structure arranges the topics of

knowledge into a hierarchy with the desideratum that more

general knowledge concepts should appear near the root and

more specialized knowledge concepts should appear near the

leaves. Meanwhile, each group of learners and sentiments can

be associated with the knowledge of interest at different gran-

ularities. In the topic model, knowledge terms that convey

homogeneous semantic themes are grouped together, as learn-

ers who share the same opinions and knowledge should be

hierarchically grouped together. As a result, a corpus of course

discussion texts contains a latent structure of knowledge and

Fig. 1. Basic framework of the proposed model.
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sentiments that can naturally be organized into a multigranu-

larity structure of nodes. Each of the nodes comprises a knowl-

edge feature and the sentiment polarities associated with it.

Each node in the multigranularity structure of the hierarchical

learners’ knowledge sentiment model can be represented as

two subnodes: the knowledge sentiment node and the learner

sentiment node.

Definition 1: Multigranularity knowledge-sentiment ele-

ments can be represented by nodes in a hierarchical tree struc-

ture T , which is constructed by reorganizing multiple

granularities of knowledge sentiment information extracted

from a corpus Nd ¼ fd1; d2; . . . ; dNg and a set of learners

Ld ¼ fl1; l2; . . . ; lLg. All nodes in T are organized from gen-

eral knowledge concepts to specific concepts. Each node con-

sists of a knowledge-sentiment node Fk and a learner-

sentiment node Ql to capture the idea that each learner and

topic of knowledge is associated with a set of sentiments,

which reflect the essential features of knowledge hierarchies

and the main concern of learners, where Fk;s models the word

distribution over knowledge k and sentiment polarity s, which
is represented by a multinomial distribution of the words in

the vocabulary of course discussion texts to describe popular

knowledge that learners are focused on. Ql models a group of

learners sharing a common sentiment about the same knowl-

edge topic k and sentiment polarity s, which captures learners’
attitudes and the respective sentiment information and is rep-

resented by a multinomial distribution over all learners.

Therefore, these are also necessary attributes for construct-

ing a multigranularity representation of knowledge sentiment.

Definition 2: Given a corpus Nd and a set of learners Ld,

the problem of the discovery of learners’ multi-granularity

knowledge sentiments is used to group the learners into a hier-

archical structure based on their opinions and the coherent

knowledge topics in those groups. The problem can be repre-

sented as a distribution over pairs of knowledge sentiment and

learner sentiment for each sentence in the course discussion

textual data, which transforms the problem into hierarchical

topic discovery to investigate learners’ sentiments about topics

of knowledge at different granularities. The mixed learner,

sentiment, and knowledge components are organized into a

hierarchy at different granularities, and each group of data

points can be associated with any node in the hierarchical

structure T . Then, the constructed multigranularity structure

of knowledge sentiment models learners’ requirements at dif-

ferent granularities of knowledge.

IV. MULTIGRANULARITY KNOWLEDGE

SENTIMENT MODELING

A. CNN-Based Sentiment Identification

This section introduces a deep learning approach to effec-

tively identify the sentiment orientation of online discussion

content. To achieve this aim, we adopt word embedding to

understand the sentiment contributions and their association

with the discussion content, which combines a word and its

context to represent words as real valued, dense, and low-

dimensional vectors and greatly alleviates the data sparsity

problem. Words are projected onto a lower dimensional vector

space that potentially encodes syntactic or semantic features

of words in their dimensions.

We use pretrained word embedding in the CNN framework

for the sentiment classification task. Pretrained word embed-

ding can capture meaningful syntactic and semantic regulari-

ties. We feed the word embedding representations of sentences

into the deep learning framework CNN to predict sentiment

polarity. In sentiment analysis, polarity refers to the scale of

orientation prediction, i.e., either a binary (positive or nega-

tive) or multivariate scale. We use the readily available word

embedding from external sources in the CNN framework as

the only feature to avoid manual feature engineering efforts

for sentence sentiment orientation classification. The resulting

sentences with sentiments from the CNN are fed into the

HLDA model for learners’ multigranularity knowledge senti-

ment identification.

A CNN utilizes layers with convolution filters that are

applied to local features to compute the distributed vector rep-

resentations. The resulting high-level distributed representa-

tions are used as the only features to classify the sentiment of

each sentence. CNN used in this work is a simple CNN archi-

tecture proposed by Kim [3]. An input sentence can be repre-

sented as

si:iþj ¼ xi � xiþ1 � � � � � xiþj (1)

where xi is the d-dimensional word embedding and xi �
xiþ1 � � � � � xiþj is the compositional context matrix by

concatenating each word embedding in the sentence si:iþj.

A convolutional layer applies the filter w to each possible

window of h words in the matrix of sentences. The resulting

new feature map c ¼ ½ci� 2 Rn�hþ1ði ¼ 1; 2; . . . ; n� hþ 1Þ,
where ci ¼ fðw � si:iþh�1 þ bÞ is a feature generated from a

window of sequence words si:iþh�1; b 2 R is a bias term, and

f is a nonlinear function. This process aims to capture seman-

tic context dependencies between words. The learned weights

in the filter w correspond to a semantic feature that learns to

recognize a specific sentiment class of n-grams.

A pooling operation captures the most important feature for

each feature map. The maximum value c ¼ maxfcg is taken

as the feature corresponding to the particular filter w. Multiple

features can be obtained by using multiple filters in the convo-

lutional architecture. For m filters w, the final feature vector

z ¼ ½ĉ1; . . . ; ĉm� with the concatenated word embedding is

passed to the output layer for classification. The output of the

softmax layer is the probability distribution over labels of sen-

timent orientation. The likelihood of softmax classification

within the output is calculated as

pðyt ¼ kjs; uÞ ¼ expðW ðSÞzþ bÞPK
k¼1 expðW ðSÞzþ bÞÞ : (2)

Based on this CNN architecture, we can capture the senti-

ment polarity information of the sentences from the text of the

discussion forum.
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B. Discovery of Learners’ Multigranularity Knowledge

Sentiment

Different from existing hierarchical topic models for aspect-

based sentiment analysis, which discover topic and sentiment

polarity in a unified topic modeling framework, we feed the

sentences with sentiment orientation information from the

CNN into the extended HLDA model to capture different

granularities of learners’ knowledge sentiments to extract a

more meaningful hierarchical structure. We can naturally dis-

tinguish knowledge-dependent sentiments based on the hierar-

chical structure. This simple joint framework can identify

both the different sentiment polarities of the knowledge topics

and the learners’ attitudes at different granularities.

Based on the definition of the HLDA model, topics and the

relationships between them are identified by using probabilis-

tic inference. For our problem of the multigranularity structure

of learners’ knowledge topics and sentiments, we use the

extended HLDA model based on the recursive Chinese restau-

rant process (rCRP) [28]. The rCRP is an extension of the

CRP, in which a mixture of components are organized in an

infinite tree, and each group of data points can be associated

with any node in the tree. In the topic model, words that con-

vey homogeneous semantic themes are grouped together, as

customers with similar tastes sit at the same table. The senti-

ment polarity information comes directly from the sentiment

of the sentences identified by the CNN before the performance

of the hierarchical topic-sentiment term identification.

More formally, the infinite hierarchical tree defined by the

rCRP can be considered to automatically extract both the

structure and parameters of the hierarchical tree. A document

corresponds to a discussion text. The output of the model

could be a probability distribution over pairs of learners’

knowledge sentiments, which integrate the learners’ sentiment

information to enhance its hierarchical structure. We use the

generative method as follows.

1) Draw the global infinite learners’ topic tree of knowl-

edge and sentiment T � rCRPðgÞ.
2) For each term node Fk of knowledge topic k and senti-

ment terms node in the topic tree T , draw a word distri-

bution fk � DirichletðbÞ.
3) For each sentence i in discussion document d:

a) draw a knowledge-sentiment terms node c � T ;
b) draw a subjectivity probability distribution u �

BetaðaÞ;
c) for each word j :

i) draw a learner ldi � UniformðldÞ;
ii) probabilistically draw a word distribution of

subjectivity p � Binomialð1; uÞ;
iii) draw the word w � Multinomialðfk;pÞ.

Each word with a sentiment label is associated with a latent

learner and topic variables by a multinomial distribution over

knowledge topics Fk;s;w. Each learner is associated with a

multinomial distribution over knowledge topics and senti-

ments Qk;s;l by sampling at random for each word token in the

discussion text. A knowledge topic is chosen from the hierar-

chical structure for each word associated with the learner of

that word. The subjectivity of every word indicates whether

the word has a sentiment tendency, and nonsubjective words

represent knowledge topics with different granularities. This

generative method defines a likelihood distribution across pos-

sible corpora. Each knowledge sentiment topic could be a

multinomial probability distribution over the total vocabulary.

The multigranularity structure provides information about the

knowledge topics that a group of learners cares about, which

not only captures learners’ interests but also shows the words

that learners use to describe their opinions.

We use sentence-level sentiment classification by CNN to

determine the sentiment polarity of topics. The total probabil-

ity of the hierarchical structure from HLDA is

L ¼ P ðT jgÞ
YK
k¼0

YNd

i¼1

YLd

l¼1

pðwdijp;Fk;bÞP ðFkdijldi; T ÞP ðldijldÞ:

(3)

The probability of producing sentence i in discussion document

d from word subjectivity p and knowledge sentiment node Fk is

pðwdijp;Fk;bÞ

/
Y1
s¼0

Gðnw;ð:Þ
k;s;�i þ b̂si

ÞQ
w Gðnw;ðwÞ

k;s;�i þ bsi;w
Þ
�
Q

w Gðnw;ðwÞ
k;s þ bsi;w

Þ
Gðnw;ð:Þ

k;s þ b̂si
Þ

 !

(4)

where n
w;ðvÞ
k;s;�i is the size of words having vth vocabulary allocated

to topic k and subjectivity s. n�i represents counter variable

does not include index i. We use the Gibbs sampling process for

subjectivity that the update is identical to that in HASM.

V. EXPERIMENTAL RESULTS AND EVALUATIONS

A. Dataset

The evaluation and experimental results shown in this section

demonstrate the utility of combining CNN with a hierarchical

topic model for the analysis of online learners’ sentiments about

multigranularity knowledge. We analyze the experimental

results and evaluate the performance of our method against that

of other similar models from prior related work. The two data-

sets investigated in this work were collected fromMOOC offer-

ings at the Chinese University MOOC platform. We organized

posts into two groups by course type: Java programming and

Python programming. Hereafter, we refer to these two datasets

as Java and Python. We focus on tracking the knowledge hierar-

chy of discussions related to the course content. This resulted in

23 956 posts by 4725 different learners for Java programming

and 30 784 posts by 5234 learners for Python programming.

We performed a series of preprocessing steps, including separat-

ing sentences and removing stop words. The final datasets com-

prise 37 824 sentences with 4982 unique terms for Java and

41 178 sentences with 5173 unique terms for Python.

B. Experimental Settings

1) Convolutional Neural Network: The simple CNN archi-

tecture has been shown to be effective and to perform well

in multiple-sentence classifications for sentiment analysis.
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We use the same hyperparameters as the simple CNN: we set

filter windows (h) of 3–5 with 100 filters for each filter region

and a stochastic dropout rate p of 0.5 on the penultimate layer.

Optimization is performed on minibatches of size 50.

2) Pretrained Word Embedding: The Chinese Word Vec-

tors [29] project provides more than 100 Chinese word embed-

dings trained with different representations (dense and sparse),

context features (words, n-grams, characters, and more), and

corpora. One can easily obtain pretrained vectors with differ-

ent properties and use them for downstream tasks. We use the

pretrained 300-dimensional dense word embedding trained

with skip-gram with negative sampling (SGNS) and sparse

word embedding trained with positive pointwise mutual infor-

mation (PPMI), respectively.

3) Hierarchical Topic Model: The hierarchical topic model

based on the rCRP is established to find sentiment topics of

different granularity with positive and negative sentiments for

review sentences with a subjectivity value of 1. The hierarchy

of aspect topics can be found for words in sentences with a

subjectivity of 0. We set the Dirichlet hyperparameter a as

25.0 and set the rCRP prior g as 0.01.

C. Evaluation Metrics

We aim to assess whether deep learning-based sentiment

analysis can provide support for learners’ hierarchical knowl-

edge topic discovery by offering a comparison with the other

hierarchical topic sentiment models. There are two parts to our

evaluation. First, the sentiment analysis result is evaluated by

using standard measurements. Second, we evaluate learners’

knowledge topic hierarchy according to two import criteria for

discovering the optimal topic hierarchy from the text.

1) AUC Accuracy: We define an accuracy expression to

evaluate the quality of the sentiment classification results,

which is a useful quantity to record during training and testing.

A common analysis index for binary classification issues is the

area under the curve (AUC). We use the AUC to indicate the

changes in accuracy from the CNN with totally different sizes

of filter windows and to check the result with different senti-

ment classifications.

We utilize two metrics to determine the quality of the hier-

archical learners’ knowledge topic sentiment generated by the

HLDA model.

2) Relatedness: This metric assesses how well the extracted

hierarchical knowledge topics represent real knowledge gran-

ularity, which shows the related relationship between different

levels of knowledge topics. We use the same method to com-

pute the relatedness score as shown in the HUSTM.

3) Knowledge-Dependent Sentiment Consistency: This met-

ric evaluates how well the sentiment polarities expressed for a

specific knowledge topic are extracted from the multigranular-

ity knowledge sentiment structure. We evaluate knowledge-

dependent sentiment using precision, recall, and the F-measure.

A knowledge sentiment topic is defined as a true positive or true

negative if it is correctly extracted by the model, and it is com-

pared with the result of manually identified from a course dis-

cussion text. A knowledge-sentiment topic is defined as a false

positive or false negative if it is incorrectly identified by the

model, and it is compared with the manually extracted result.

D. Experimental Results

The different sentiment analysis methods for text permit us

to compare the results of comparable approaches to investigate

the effectiveness of each approach. Recent in-depth studies

have indicated that CNN-based sentiment classification tech-

niques are better than previously proposed models. However,

we principally focus on comparing the HASMs, which are

applicable to online learning for learners’ multigranularity

knowledge topic discovery from course discussion text. The

HASM and the HUSTM naturally organize topics and senti-

ments into a hierarchy and identify the sentiment polarities

associated with them, which incorporate both hierarchical

topic modeling and sentiment analysis of the same model. To

show the effectiveness of sentiment classification by CNN

compared to that of related hierarchical methods, we compare

the HUSTM and the HASM. Our evaluation compares the

results of the two models for sentiment classification of the

datasets and uses the HASM as a baseline.

In our framework, hierarchical knowledge topic sentiment

classification is performed by CNN. This sentiment classifica-

tion information can be used to discover knowledge with posi-

tive and negative learners’ sentiments. By comparing the

learner knowledge sentiment classification extracted by our

approach with that extracted using the HASM and HUSTM, we

aim to show the effectiveness of incorporating other linguistic

features into the context of the deep CNN method to better

leverage semantic data to benefit the discovery of knowledge

sentiment polarity. For this purpose, we evaluate the sentiment

classification accuracy of the model by taking the different

effects of the CNN with different pretrained word embeddings

into consideration. We assess the different effects of CNN with

a multiple region size of (3,4,5) by using the different word

embeddings. The results are shown in Fig. 2.

It can be seen from the results that the accuracy obtained

using CNN on the datasets is better than that of both the HASM

and AUSTM. This may be because the classifier employed in

this technique has distinct characteristics. The HASM and

HUSTM neither consider the sentence structure nor construct

any internal sentence representations, while the CNN con-

structs internal representations with word embedding and oper-

ates on sentences with word sequences before predicting the

sentiment class distribution. Thus, CNN architecture can con-

sider intrasentence relations and provide valuable clues for the

sentiment prediction task, while the HASM and HUSTM take

each feature or sentiment polarity as a distribution of words.

The results are also assessed for the effect of the distributed

representations of words as the input for the CNN on the data-

set. We replace SGNS word embedding with PPMI word

embedding representations. However, this change does not

have much effect on the performance of the dataset. The accu-

racy is affected only very slightly, and the difference may be

because pretrained word embedding may not always be avail-

able for specific words in the datasets. With the use of word
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embedding, some composition-based methods are presented to

capture the semantic representation of sentences and texts.

Furthermore, combining different pretrained word embed-

dings with deep neural networks has offered new inspiration

for various sentiment analysis tasks. We also experiment with

the simple concatenating of different representations as the

input to CNN to incorporate other linguistic features into the

context of word input representation to benefit sentence senti-

ment polarity classification. SGNS embedding uses a shallow

neural network to learn the low-dimensional dense embed-

ding, while the PPMI model is a method for representing a

sparse bag of features, which uses positive point-by-point

mutual information to weight features. The concatenating

representation is helpful for performance on the Python data-

set, but it also does not have much effect on the Java dataset.

As a result, it is more likely to depend on the dataset.

We use hierarchical topic modeling to discover learners’

knowledge sentiment granularity. To measure the relatedness

of knowledge topics between the different granularities, we

manually check ten of the most popular extraction knowledge

items for each of the 50 knowledge topics generated by

HLDA. We use content analysis techniques to create a ground

truth set of knowledge topics referred to in the course discus-

sion text and their associated sentiments. We compare the

results of our approach with those of the manual analysis of

hierarchical knowledge topic relatedness and knowledge-

dependent sentiment. The goal of this evaluation is to analyze

the semantic relatedness between the knowledge topics of dif-

ferent hierarchies. It is based on the assumption that parent

topics should have more similarities with their direct child

topics than with the child topics of other parent topics.

Figs. 3 and 4 show the results of the relatedness comparison of

the three models: 1) ASUM; 2) HUSTM; and 3) CNN+HLDA.

The results show that the three models have good perfor-

mance in terms of relatedness to multigranularity topics of

knowledge. The extracted knowledge topics are usually words

describing actual knowledge concepts. This is because both

our model and the HUSTM identify the aspect-sentiment hier-

archy granularity using similar models.A further metric is

used to evaluate the quality of the knowledge sentiment with

different granularities generated by the hierarchical topic

model. Knowledge-dependent sentiment consistency assesses

how coherent and consistent the sentiments and the knowledge

topic within a knowledge sentiment node are. To qualitatively

measure the knowledge-dependent sentiment consistency of

the multigranularity knowledge sentiments generated by our

approach, we evaluate the consistency of each knowledge sen-

timent node by analyzing whether the identified knowledge

sentiment hierarchy can show different sentiment orientations

depending on the specific knowledge at different granularities.

The result is shown in Figs. 5 and 6.

We observe that the results of the three models are compara-

ble. All threemodels show that the identified sentiment hierarchy

can discover specific knowledge concepts and associated opin-

ions. The joint model outperforms both HUSTM and HASM.

This may be mainly because of the sentiment classification

Fig. 2. Sentiment classification comparison for the different models.
CNN1-CNN with SGNS embedding. CNN2-CNN with PPMI embedding.
CNN3-CNN with concatenating SGNS and PPMI embedding.

Fig. 3. Relatedness comparison among HASM, HUSTM, and CNN+HLDA
on Java.

Fig. 4. Relatedness comparison among HASM, HUSTM, and CNN+HLDA
on Python.

Fig. 5. Knowledge-dependent sentiment consistency comparison among
HASM, HUSTM, and CNN+HLDA on Java.
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results. This result confirms the advantages of the joint model

over the other two models for certain features at different granu-

larities. The HLDA model is fed sentences with the sentiment

orientation information obtained by CNN, which means that its

hierarchical knowledge topics and sentiment analysis are

achieved at the sentence level and that all of the words in a sen-

tence are assigned the same sentiment orientation and topic.To

provide the experimental results as an example of a knowledge

topic with different granularity with sentiment polar identified

from the datasets, Fig. 7 shows the learner multigranularity

knowledge sentiments discovered by the joint deep CNN and

HLDA framework.

The hierarchical nodes show the knowledge topics at vari-

ous granularities with different knowledge concept-dependent

sentiments. Nodes 0 and 1 are organized in a hierarchical

structure, in which node 01 and node 02 and node 10 and node

11 are subnodes of node 0 and node 1, respectively. Nodes 01

and 10 correspond to the knowledge sentiment nodes, while

nodes 02 and 11 correspond to the learner sentiment nodes.

The most general knowledge about some topics with general

positive and negative sentiments is at level 0. At level 1, the

knowledge concept becomes a specific concept of the topic of

knowledge, such as rhythm, type, and code, with positive and

negative sentiments, which are closely related to the knowl-

edge topics of level 0. This result also shows that learners are

interested in knowledge topics at a specific level. The result

confirms that knowledge is organized into a multigranularity

structure from general to specific. The knowledge-dependent

sentiment polarities are captured mainly because of sentence-

level sentiment classification based on the CNN before using

the hierarchical topic model. The experimental results show

that the knowledge and sentiment automatically identified

from the datasets describe the overall hierarchical structure at

different granularities.

These experimental results show the effectiveness of the

proposed approach for modeling online learners’ sentiments

about multigranularity knowledge. The qualitative results

suggest that learners’ multigranularity knowledge sentiment

automatically identified from the course discussion text

reflected the learners’ overall learning interests. We conclude

that the mixture of the topic model and deep learning strate-

gies is an effective approach to identifying online learners’

interests and sentiments from course discussion text.

VI. CONCLUSION

Understanding and explicitly modeling the different granu-

larities of knowledge and sentiment are an effective way to dis-

card and meet different learners’ interests and requirements. In

this article, we proposed the employment of a joint deep CNN

and hierarchical topic model to identify sentiment orientation

and to discover hierarchical knowledge sentiments for the anal-

ysis of learners’ potential interests. The main motivation is to

facilitate learners’ understanding in a manageable way to sup-

port intelligent real online learning applications. We presented

a method for combining the deep learning CNN with HLDA as

a framework for identifying fine-grained knowledge context-

dependent sentiment. The methodology revolved around hier-

archical topic modeling and sentiment analysis technology to

achieve a summary of learners’ primary concerns. The work

showed the potential of combining deep learning with a topic

model to capture learners’ multigranularity knowledge interest

from a course discussion forum.

Because of the numerous implicit expressions in learners’

discussions in a course forum, the terms used to express opin-

ions will differ from person to person in complex semantic

contexts. Hierarchical learner knowledge sentiment analysis

should be tailored to the implicit linguistic context to extract

implicit information and sentiment. This issue is at least worth

studying and will be part of our future work.
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